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The paper considers a problem with the Frankl condition on different parts of
the cut edges along a segment of the degeneracy line for a mixed-type equation

with a singular coefficient. The problem is investigated TF in the case —mi2<fy<1

of , uniqueness of the solution of the problem TF and the existence of a solution TF
to the singular Tricomi integral equation is proved.
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1. Introduction.

The first fundamental research for a mixed-type equation was performed by
the Italian mathematician Fr.Tricomi. After this work, the theory of problems for
degenerate hyperbolic, elliptic, and mixed-type equations was developed in the
fundamental research of foreign scientists E. Holmgren, S. Gellerstedt, and from
domestic students, a significant contribution to the development of the theory of
mixed-type equations was made in the works of M. S. Salakhitdinov, T. D.
Dzhuraev, R. R. Ashurov, and B. Islomov.For further development of the theory of
boundary value problems for mixed equations, an important place was occupied by
the work (mixed problem) by A. M. Nakhushev, where in the hyperbolic part the
nonlocal condition pointwise connects the values of the desired solution on both
characteristics [1].

2. Problem statement TF

Consider the equation

(sign y)|y|" U +u,, + (4 Y)u, =0, (1)
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where —(m/2) < f, <1 is in a finite simply connected domain D of the complex

oy X +4(Mm+2)2y™? =1

plane z=x+iy bounded by a normal curve with ends at

points A= A(-10), B=B(10) and the characteristics AC and BC equations (1).

In the Tricomi AC problem, the value of the desired function is set at all points

of the characteristic: u(x, y)|AC - l//(x). In this chapter, we study the correctness of the
problem where a part of the characteristic AC is freed from the boundary condition
and this missing Tricomi condition is equivalently replaced by the non-local Frankl
condition [2, 3] on different parts of the edges of the section along the degeneracy
segment AB. Denote by D"and D" the parts of the domain D that lie in the half -

y>0 y<0

planes and , respectively , and by Coand C, respectively, the points of

intersection of the characteristics ACand BC with the characteristic originating
1

from the point E(C’O), where ¢€1 =15 the axis interval Y =0, Let P)eCT-1c]

be a diffeomorphism from the set of points of the segment [-1.¢lto the set of points

of the segment[c’l], and P0<0,p(=D=1, p(©)=C Ag an example of such a

(X) = 5 —kx k=(-c)/(l+c), §=2c/1+C)

function, we give a linear function P , where

Problems for a mixed-type equation where a part of the characteristic AC is
freed from the Tricomi boundary condition and this missing Tricomi condition is
equivalently replaced by other conditions are investigated in [4,5,6,7].

A task TF. You need to find Da function in the scope U(X.Y) that meets the
following conditions:

1. Y% Y) _is continuous in each of the closed regions D and D;

2, U Y) €CX(D") and satisfies equation (1) in this domain;

3. u(x,y) is a generalized solution of the class R, [8,9,10] in the domain D

4. on the segment AB-line of the parabolic degeneracy of equation (2), the
general gluing conditions [12] are satisfied

u(x,—0) = a(x)u(x,+0) = a,(x), xel )

. ou . ou
— Po — = Bo _
lim(-y) 5 b(x) lim y Y +0,(x), xel\{c}(3)
where a(x), b(x), 2, (x), by (x) are given continuously differentiable functions on|_,

and a(X)#0.b(x)#0, Vxe I 3(-D=0, the limits (3) forX=*l, X=Cmay have

singularities of order lower 1-2p than, where B=m+24,)/2(m+2) )

5. Performed by
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ux, y) . =o(x) , -1<x<1
o= ; @

u(x, y)|AC0 =y (X) , -1<x<(c-1)/2; (5)
u(p(x),—0) = p(Xu(x,+0) + f (x) ,-1<x<c 6)

where  [(QE€C-LANC(-Le), (D=0, f(c)=0 p(x)eC’-L(c-1)/2]

(=0 p(x)eC[-11] 4

p(x) = (1-x*)p(x), p(x) eC™[-1]], O<a <l )

Condition (6) is analogousto the Frankl condition [2,3]. Linking the values of
the desired function at the upper and lower edges of the sections along the
segments [-1c] and, respectively i
Let's introduce the notation
u(x,-0)=7"(x), xel; Iimo(—y)ﬂ0 - v (X), xel

y—-

(8)

u(x,+0) =z(x), xeI; lim y” M v(X), xel.
y—>+0 ay (9)

By virtue of notations (8) and (9), the localFrankl displacement condition (6)
takes the form

7(P0)) = ()7() + (%), x & (=1.) (1

where

() = u(x)/a(p(x)), £,0x) = (T (x)-2a,(p(x))/a(p(x))

and we write the general conjugation condition in the form

T (0=a0)z()+a,(9), xeT 4y

v (0 =bO)v(x) +by(x), xel. 19

-m/2<fy<1..4 uniqueness of

3. Investigation of the problem TF in the case
the solution of the problem TF.

By virtue of the Darboux formulaD, the modified Cauchy problem with
initial data (8), which gives a solution in the domain, is not difficult to obtain the

following equation
v (X)=yD YT (X)+¥(x) , xe(-Lc) (13)

Which is the first functional relation between 7(x) and v(x) introduced on the

axis ¥ =Ofrom the region D~ where
¥ (x)=—y((B)I'(2B))(1+x) DYy ((x-1)/2), xe(-L0), (14)
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_2r(2p)ri- ﬂ)(m + 2)”
r(pra-2p)\ 4

By virtue of the gluing conditions (11) and (12), relation (14) is written as
b(x)v(x) = y D' a(x)7(x) + ¥, (X), x e (-L,¢)

W00 =¥ +7 D530 -0 (). (1

(15)

Equality (14) is the first functional relation between unknown functions 7(x)
and Y™ the one introduced to the interval (1% from the domain D™

Theorem 1. Solution of the problem TF for w)=0,109=0,209=b09=0,

a'(x) > 0,a(x) >0,b(x) >0 0 < £4(x) <1(17)

it reaches its positive maximum and negative minimum in a closed region D" at the
points of the curve 0.

Proof. Let U Y)be a solution of the problem TF satisfying the conditions of
Theorem 1. It is obvious that, by virtue of the extremum principle, the desired

solution of the problem U(X.Y) at the inner points of the domain D" does not reach
its positive maximum and negative minimum.

Suppose that the function U(X.Y) reaches its positive maximum at some inner
point P(c.0) VHTepBaJia (-19) of the axis interval ¥ =0.

O<u(x)<1

By virtue of the inequality , the corresponding homogeneous

condition (10) (where fi(x)= O) implies that P(¢,0) €EB(S <(C.D)).
Taking into account P() =Cfrom (3.1.10) (where f(x) = 0) we have?(€)= 0,
therefore‘f #C Torma P(5,0) € AE(S e (-1, C))', In this case, by virtue of the extremum

principle for operators Dixand PeO<@<Dgactional differentiation [9] at the
point of positive maximum of the function (%) from (15) (where w(x)= O) we have
v(¢)>0. , On the other hand, at this point, by virtue of the well-known analog of the
Zaremba-Giraud extremum principle, we have v(§) <0.

The resulting contradiction shows that P(5.0) 2 AE(S =(-1.0))-
Thus, the desired solution does not reach its positive maximum in the region

D" at points in the region DU,
Similarly, as above, it can be shown that the function u(xy) of its negative
minimum in the domain D"also does not reach at points in the points of the

domain P U,
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Consequently, the desired solution U(XY) reaches its positive maximum and

negative minimum in the region D" at the points of the curve °

Theorem 1 is proved.

Theorem 1 implies the following

Consequence. Problems TFin solving inequalities (17) have at most one
solution.

4. Reducing the existence of a solution TF to a singular Tricomi
integral equation.

Theorem 2. Problem TF when the condition is met

1

“—a
ark2  cosar<l (18)

uniquely solvable, where A =cos frl z(L+sin fr) .

Proof. In the domain D", the solution of equation (1) satisfying the conditions
u(x,O):r(x), X e Jﬁ : ”‘ao = (p(x), xe j;

given by the formula

u(x, y) =KoL= S )y j r(t){(x—t)z ¥ (m+42)2ym+zrl .

-1

(m+2

2 A1

1

xj(p N2/ *F (- gi2— B2—2B1- o)t

, (19)
where
2 4 m2 o mi2\?
}(Xt)+ [YZJ_H?Z],
h (m+2)2
4 r?
RZ _ X2+ m+2 —,
(m+2) o=r" (tn)eo,
_ 1 ( 4 j“ﬂ r’i-p)
4z\m+2 r2-2p)

We differentiate expression (19) by ¥

?y’ k,(1- ﬂo)flr()jy 1ﬁ°{(x-t)2+ ﬁ ymzr‘l_

_{(1_ xt) + (m4+t22)2 y" } 7 }dt+ k,(1— B)m + 2)jlgo(t)§y{(1— R?y* (k2"

xF(L-B2-p2-2B1-0) [t (20)
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It is not difficult to verify that

0| 14 2 4 me2 e xt) + 4 7" - =
] - o }

p-1
m+2 *ﬂ 6 2 4 m+2
- o ) (x=tf+— -
, &{(X )[(X J+ (m+2y y }

1- xt{ PR
(1_ t) 7Y } }
X (m+2) 1)

Now, in the first integral of the right-hand side of (20), taking into account
identity (21), we perform the integration operation in parts, and, thus, we multiply

Bo
the transformed relation (20) Y by and then, passing to the limit” > 0. we have

[9]

v(x)=—k,(1- ﬂo)m+2{ Q ) (1) I(X 't

—x)l‘zﬂ L+ x)1 25 -t
¢ z(t)dt .
e 1)[( xtf }+@( )(22)

where

@(x)=k,(1- B, )1- B)m+2)(1— xz)j o(t)x? - 2xt +1)/Hdt

-1

T(—l):O , r(l):O.

7

here in force (7)

From functional relations (15) and (22) excluding V(X) we have

yDLYa()z(x)=—k, (1- B,)—— m+2 b( ){j%_

(28 - j m} Dy(x), (23)

l
where
Dy (x) = b(x)P(x) =¥ (x)
For convenience, in order to avoid cumbersome calculations [12], we further

assume that 3(X) =b(X)=a= ConSt'taking into account this assumption to equality (23),
251
using the operator DY , we obtain:

25| [ (x=t)r (t)d
yr(x)=—k,(1- ﬁo)m”{D“[I x—tf J
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z(t)dt
2p1 U m}}+Fo(x>
(24-1)Daca , (24)
where

R (X)=D¥ '@, (x)/a. (25)

Converting the expression
j‘(X—t)T'(t)dt _ 1 I ds j(s t) (t)dt
DY x—t7 | I@-28)%(x=s)f’ |s—f*

Calculate the internal integral

Il=jw:"m(sf(r’(t)dt } o ]

_t‘2—2ﬂ eo0| s—t)lfzﬂ Sﬂv(t_s)liw .

Here we perform the integration operation in parts :

I, =lim (r(s - g)g PR r(-)A+s) P+ (28 —1)T (T(:))?_tzﬂ -
e—0 S \S—

-1

e sP el )+ (25-1) | T(t)dtj

t-sf )

S+&

Taking into account the equalities

=) jE(S(t))(jltz'”_ds T(s (tt))?tzﬂ r(s—e)e™

7

o) e e

in I passing to the limit at¢ = 0, we obtain

IS t)e'(t)dt _ I N T d ¢ oo(t)dt

s —t\z » ds(s—tf %

1

; asd oy
(1)1 S 2/3 -1 ) 1—25 (27)

Thus, by virtue of (27), relatlon (26) has the form
U (xt)f'(t)dtJ _
0% 5 ) rep) DUIDNY () r2p) DLV g

Using the formula

D, D% @(t)= Coswsz(x)—Sin Omi (x—aja Plt)dt ,

ax b P t—a) t-x

relation (28) is rewritten as
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[I (xt)r’(zt)zdtJ_
DY [ x=t 77 ) r@2B)(x)+ 1(2p)os—2p)rex)-

1 j(lmj”ﬂ 7(t)dt
A(1-2p)7 1+t t-x

It is also not hard to get that

Jl' r(t)ydt | 1 I(1+Ojl i r(t)dt
DY % (1-xt)" ) A(2-2p)\1+t) 1-xt 30)
Now, substituting (29) - (30) into (24), we obtain the following singular

(29)

integral equation with respect to the unknown function 7(x),

Y1
T X)—/’L:“l [1—_“) (t—_x_l_ Xt]‘[(t)dt = F(X)

where 4 =C€08 Bzl n(1+sin Br) )

FO)=F()/7

(31)

Note that the kernel of equation (31) has a singular singularity only for
te(-19), since, equation (31) holds only for*€(=1¢)  taking this remark into

account, we transform equations (31) to the form

. x>_1j‘l@1 fj”(tfx _1_1xt}(t)dt_
_/ﬁ(“x]w( t 1 jr(t)dt:F(x)

A\ 1+t t—x 1-xt

xe(-1o), (32)
In the interval integral ©1) ) the right-hand side of (32), by replacing the

variable integration®= p(s)=o-ks, taking into account equality ?(p(s)) =2(s)+ (s),

1+ x\ (1 1
J;(l-'-tj (t—x_l—xtjf(t)dpr
o 14x V7 1 1
MI(H p(s)J (D(S)—X_l—xp(s)j(r(s)"' f(s))p'(s)ds=F(x) , —1<x<c

Equations (33) are transformed to the form

L+x ) p'(5)z(s)
AI(HJ (t T XJ jp()_ ds+R[7]+F,(x), (34)

we obtain

.(33)

where
Rlr] =1 I 14+x V7 [P 1] 14x ) 7 p'(s)z(s) s
1+ p(s) p(s) — X “\1+ p(s) 1—xp(s)
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-regular operator,

R0 = FO)— 4] 2 [ S S WYAPA
9= Wp®) e —x 1230 ) |

The first integral operator of the right-hand side of (34) is not regular, since the

integral expression under*=¢ S=Chas an isolated first-order singularity, and
therefore this term in (34) is distinguished separately.

Temporarily assuming that the right-hand side of equation (34) is a known
function, we rewrite it as

c 1-2p
T )—xl_[[“xj ( t 1 jr(t)dt:go(x), xe(-1c),

U1+t t—x 1-xt

(35a)
where

s)z(s)ds

6, () =2 j PO | i+ ()

p(s)—x . (36)
Theorem 2 is proved.
5. Regularization of the singular Tricomi integral equation

_ 24-1
In equation (35a), we introduce the notation p(X)=(1+X) T(X),

_ 24-1
9(x) =@+x)"""0gq(x) , and transform it to the form

o(x)— zj(——ijp(t)dt—g(x) , —1<x<c

We will look for the solution of the singular integral equation (37) in the class
of functions bounded at a point*=Cand admitting a singularity of order lower
1- 2ﬁa’c a pointX = —1 i.e. in the class h(c) .

To regularize the singular integral equation (37), we apply the Carleman-
Vekua method developedby S. G. Mikhlin [13].

Let Zbe an arbitrary point in the complex plane Z. In this plane, we introduce
the function

o)=L C[L_Ljp(t)dt

27z| t—z 1-1zt (38)

By Adenote the following infinite intervalsof the real axis

(1,—] , ecm c¢<0 ,
C

A={(-0,-1) , ecm ¢=0,

(—oo,—l)U(l,+oo) Cecm ¢>0 .
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I e

The function P(Dis holomorphic in the entire plane Z except for the points of

the set (=LoywA of the real axis, and ?(2) >0 if Imz—o0,

By virtue of the Sokhotsky-Plemel formulas on the interval ~1<X<¢C, we have
" (x)- 0" (x)= plx), (39)

O (x =—j(——— (t)dt.

t—x 1-xt (40)

_(x)limit values of the function D(2) , when the point Z
tends to the real axis, respectively, from the upper or lower half-plane.
By virtue of formulas (39) and (40), equation (37) is rewritten as
Q-AA) D" (X)-(Q+AA) D (X)=9g(X) , —-l<x<c. (41)

It is easy to see that the relation holds for the function ?(?)
COOTHOIIIeHMe

cb@ —10(2). 42)

w-1

Zmaps the upper half-plane to the lower half-plane

and vice versa. In this case, the interval (=10) is displayed in infinite intervals A
1

Here qf(x)are the ®

iMeeT MeCTO

The transformation

In (41) X, replacing by X, taking into account the relations

cD*Gj =xd (x) , CD‘(%) = xD" (x)

(43)
we get
(L+ A7) D" () — (L= A7) (X) = —é g(%) (44)
Ldgi=—0" | 1am=C . a-(-2p)i4
here CoSsarn CoOSsar

Let's introduce the following functions

1+ A7 4.
- = , ecau -l<x<eg,

1-Anx
G(x) = 1 i

— ﬂ!: “2ad ecau XeA,

cos a 1e“" g(X). eciu  —l<x<c,
h(x) = i 1 (1)

—COS o 7€ —0| — |, eciau XeA.

X X (46)
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Using these functions, equations (41) and (44) can be combined into one
equation

D" (X)-G(X)D (x)=h(x) , xelUA. 47)

Thus, the problem of finding a solution to the singular integral equation (46)
was reduced to the Riemann problem of the theory of functions of a complex

®(2) i holomorphic, both in the

variable: find a function that vanishes at infinity
upper and lower half-plane, and on the real axis satisfies condition (46).

First, we solve the following homogeneous problem: find a function bounded
at infinity X (@ that is holomorphic in both the upper half-plane and the lower half-

plane and Y = Osatisfies the condition on the real axis
XT(X)-G(X)X (x)=0 , xe(-1c)UA,

or
In X" (x)—In X" (x) =InG(x). (48)
One of the partial solutions to this problem has the form
1 ¢ 1 z
In X(z) = - InG(t)dt, 49
nX(2) Zﬂii(t—z 1_2Jn () (49)
or

X (2) = expiaIin(c —z) + In(1—cz) — In(—1-z) — In(1+2)]}

From here, it's not hard to see that
X*(x)=R(x)e“™, X (x)=R(x)e™*" , xe(-1c),
X*(X)=R(X)e ™", X (x)=R(X)e*™, xeA, (50)

where

R(X) = ( (c—x)(1- cx)ja

@+x)? (51)
Taking into account equality (50) and (51), we rewrite equation (47) as
P L) My ryua

X0 X (0 X" | (52)

One of the partial solutions of this equation has the form

®(z) 1 j h(t)dt +I h(t)dt
X(z) 27i|d X*(t-2) Ix*(t-2)|

-1

(53)
In the second integral of the right-hand side of (53), by substituting

1
t==
repemeHthe integration variablesho muaTerpmposanms o and performing the
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necessary calculations taking into account (46) , andh equalities

x+@= X(@) . X (©=X"(@e

(D(z):i%owﬂe“”‘g(t)( 11 )dt
X(z) 2nm° X (t) t—z 1-zt

, it is not difficult to verify that

(54)
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